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Studies of risky decision-making have demonstrated that humans typically prefer risky options after incurring a
financial loss, while generally preferring safer options after a monetary gain. Here, we examined the neural
processes underlying these inconsistent risk preferences by investigating the evaluation of gains and losses,
and demonstrating how these responses can impact subsequent preference for either risky or safe choice options.
Participants performed a task while undergoing fMRI in which they experienced both gains and losses.
Immediately following a gain or loss, participants decided to either play or pass on a “double-or-quits”
gamble. The outcome of the gamble could either double or eliminate their initial gain (from the
time-estimation task) or redeem or double their initial loss. If they chose not to play this gamble, they
retained the initial gain or loss. We demonstrate a shift in risk-taking preferences for identical sets of
gambles as a function of previous gains or losses, with participants showing a greater preference towards
riskier decisions in the context of a prior loss. An interaction between evaluating gain/loss contexts and
subsequent behavioral risk pattern revealed an increased BOLD response in the ventromedial prefrontal
cortex (vmPFC), with stronger responses for both gambling in a loss context and safety in a gain context.
This suggests that the vmPFC is responsible for integrating these contextual effects, with these processes
impacting on subsequent risky choice.

© 2014 Elsevier Inc. All rights reserved.
Introduction

In daily life, people are typically faced with numerous risky
decisions, for instance choosing whether or not to buy insurance on an
expensive smartphone, or whether to invest money in stocks or save
it for retirement. When deciding what to choose in a risky, uncertain
environment, people generally exhibit risk averse tendencies, that is,
they generally shy away from options with increased risk, even when
the so-called expected value of the choice options is equal (Tversky
and Kahneman, 1981, 1992). That is, if given a choice between €10 for
sure and a gamble with a 50% chance of €20 and a 50% chance of €0,
people overwhelmingly favor the certain €10, and in fact the ‘winning’
outcome of the gamble usually needs to be considerably higher to in-
duce players to choose the risky option. Classical models of economic
decision-making (e.g. utility theory and its variants) also assume that
these individual choice preferences should be consistent over situations
inwhich the same choice set is offered. For example, the decision to pur-
chase a €5 lottery ticket should not be affected if you had previously
nstitute, Radboud University
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either just found €5 on the street, or if alternately you had unfortunately
just lost €5 fromyourwallet— the choice to spend themoney to buy the
lottery ticket should in theory be independent of these two events.
However, several decades of behavioral work (e.g. Kahneman and
Tversky, 1979) have convincingly demonstrated that outcomes unrelat-
ed to the decision at hand (e.g., recentfinancial gains or losses) do in fact
play an important role in determining our choices. For example, Xue
et al. (2011) had participants play a task where they decided to play
or pass on a gamble consisting of one cupwith a large gain andmultiple
cups with small losses, varying in expected value. They showed that
participants decided to play the gamble more often after they lost the
gamble on the previous trial, whereas when they won the gamble on
the previous trial they were more reluctant to play the gamble.

In fact, when deciding between relatively risky and a relatively safe
options, individuals typically have higher preferences for riskier options
when the choice ismade immediately after experiencing a financial loss
(which we term here a loss context), while they generally prefer safer
options when the choice takes place after experiencing a financial gain
(i.e. gain context) (Tversky and Kahneman, 1992). This phenomenon
can occur even when faced with a choice set presented as either
gains or losses (Tversky and Kahneman, 1981; De Martino et al., 2006;
Porcelli and Delgado, 2009).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.neuroimage.2014.09.054&domain=pdf
http://dx.doi.org/10.1016/j.neuroimage.2014.09.054
mailto:a.losecaatvermeer@donders.ru.nl
Unlabelled image
http://dx.doi.org/10.1016/j.neuroimage.2014.09.054
Unlabelled image
http://www.sciencedirect.com/science/journal/10538119
www.elsevier.com/locate/ynimg


356 A.B. Losecaat Vermeer et al. / NeuroImage 103 (2014) 355–363
In the current study, we are interested in exploring the neural
processes underlying these inconsistent risk preferences following
gains and losses respectively. Specifically, we aim to gain greater insight
into the mechanisms underlying risk assessment and preference, by
investigating the neural substrate during the evaluation of gains and
losses prior to a risky decision situation and demonstrating how these
responses can predict and influence subsequent preference for either
risky or safe choice options.

Vitally important for decision-making is an adequate evaluation of
gains and losses, as these outcomes usefully inform us whether or not
to continue a particular behavioral strategy (Barto and Sutton, 1997).
Brain areas associated with the evaluation of gains/losses and with
value-guided decision-making are, among others, ventromedial
prefrontal cortex (vmPFC), striatum, and insula (Breiter et al.,
2001; Delgado et al., 2003; Tom et al., 2007; Rangel and Hare,
2010; Basten et al., 2010; Boorman et al., 2013). For instance, Tom
et al. (2007) observed that when participants were presented with
a mixed gamble offering an equal chance of a monetary gain or loss,
BOLD responses in striatum and mPFC increased with the size of the
monetary gain; in contrast, BOLD responses in the insula increased
with gambles containing greater losses. Similar effects were found
when gain and loss outcomes were anticipated (Breiter et al., 2001;
Knutson et al., 2001; Kuhnen and Knutson, 2005), or when the
gain and loss were not monetary but instead delivered in the form of
primary incentives, such as tasty versus nontasty liquids (see also
Bartra et al., 2013). Different decision parameters (e.g. outcome
evaluation, choice riskiness, magnitude) are believed to be integrated
via a common network in the assessment of choice preference and
guiding subsequent behavior. Interestingly, this network, in particular
the vmPFC may play an important role in integrating the gain/loss out-
comes and in light of choice options to assess their subsequent preference.

Moreover, studies have shown that the vmPFC is also involved in the
prediction of choice. Studies found that while viewing different goods
the vmPFC response correlated with the actual preference for those
goods, even in the absence of choice, suggesting that the vmPFC also re-
flects a choice preference signal prior tomaking a choice (Lebreton et al.,
2009; Levy et al., 2011). Specifically with regard to value-based
decision-making, the medial orbitofrontal cortex (mOFC) and vmPFC,
including striatum and insula, exhibit a significant increase in signal
for options yielding higher expected value, and a significantly reduced
signal for options yielding lower or negative expected value (e.g. loss)
(Platt and Huettel, 2008; Rangel et al., 2008; Rangel and Hare, 2010;
Tom et al., 2007). Options that have ultimately been chosen, with
respect to those that have not been chosen, also correlate with the
value response of the vmPFC (Boorman et al., 2009).

In particular, the vmPFC has been suggested as a general “hub”
for value-guided decisions. This area has strong connections with
other reward- and control-related areas (Grabenhorst and Rolls,
2011). It has been suggested that vmPFC guides the valuation process
(Plassmann et al., 2010; Rangel et al., 2008), taking into account
the decision-makers goals and the current context, by integrating
information signals related to the valuation of rewarding and aversive
outcomes, choice signals, and signals from regions involved in cognitive
control (e.g. IFG, lateral PFC; Hare et al., 2009; Weller et al., 2007;
Rosenbloom et al., 2012). The aforementioned studies imply that the
vmPFC may be a key region that operates in shaping preference for
which choice option to pursue. However, a relevant question is how
different values related to each phase of the decision are integrated
and updated, and subsequently impact the decision process. More
specifically, it is important to understand how appraisals of the context
(i.e. gain and loss) of choice guide subsequent decision-making.

We hypothesize here that in the light of different gain and loss
contexts prior to making a risky choice, engagement of the vmPFC
may mediate risk preferences in line with the behavior described by
previous studies, that is, a stronger involvement for risk avoidance in
the gain context and for risk seeking in the loss context.
To investigate this, in the present study we varied the delivery of
monetary gains and losses preceding a risky choice. We expected that
this contextual changewould in turn alter risk preferences, even though
the actual choice facing the participant was the same in each event.
We expected that the engagement of the vmPFC reflected a combined
value of the appraisal of the current gain or loss by the subsequent
anticipated choice and outcome, and that this relative engagement
would be potentially predictive of the degree of riskiness of subsequent
decisions in the context of gains or losses.

Materials and methods

Participants

Thirty undergraduate students participated in the study. All provid-
ed written informed consent and were financially compensated via a
flat fee (25 Euro) for completion of the task. In addition, they also
had the opportunity to win a bonus on top of this participation fee,
a maximum amount of 10 Euro. Exclusion criteria were self-reported
claustrophobia, neurological or cardiovascular diseases, psychiatric
disorders, regular use of marijuana, use of psychotropic drugs, or
metal parts in the body. Four participants were excluded due to
technical problems during scanning. Data is therefore reported
from twenty-six participants (14 men and 12 women, M = 22 years,
SD = 2.68, range = 19 to 27 years, all right-handed). The study was
approved by the local ethics committee.

Task design and procedure

We developed a novel paradigm in order to study risk-taking
behavior in the context of prior gains and losses. Each trial began with
a simple time-estimation task in which participants either won or lost
money depending on their performance (Boksem et al., 2011). The pur-
pose of this task was to induce either a gain or a loss context. Directly
after the gain or loss feedback from the time-estimation task, partici-
pants received a mixed (50/50 chance, gain/loss) gamble (see Fig. 1),
which they could decide to either pass or play. If they decided to pass
on the gamble they would simply retain their gain or loss from the
preceding time-estimation trial, which would then be added to the
total balance of the money won so far. However, if they decided to
play the gamble, the gamblewas resolved for them and the correspond-
ing win or loss amount was added to their total experimental balance.
The mixed gamble contained either a positive expected value (‘+ EV’),
a negative expected value (‘− EV’), or an equal expected value (‘0 EV’)
by varying the gain or loss outcome from €1.00, €1.20, to €1.40 as com-
pared to the ‘pass’ option (i.e. choosing to keep the €1.20 gain or loss)
(Table 1). We created these three different gamble types to assess
whether participants were attending and sensitive to the expected
value of the gamble.

This study differs in important ways from previous efforts to assess
contextual influences on risky decision-making (such as the ‘framing
effect’; Kahneman and Tversky, 1979; Tversky and Kahneman, 1981;
DeMartino et al., 2006). The current task design allowed us to disentan-
gle the context from the decision itself. In other words, the current task
design enables us to test how a gain/loss context influences risk prefer-
ences for identical choice sets. Other tasks (Porcelli and Delgado, 2009)
have not been able to purely disentangle the choice from the context, as
the gambles were not of comparable value, but contained either only
losses or only gains. Other studies (DeMartino et al., 2006) havemanip-
ulated the decision options by phrasing them either as a gain or a loss,
even though the outcome of the options always had a positive expected
value (i.e. contained an expected gain). To avoid this confound, we im-
plemented a task design where we can always compare the decision
play or pass on a gamble using the same gambles across both gain and
loss contexts. Other studies (Xue et al., 2010, 2011) have used mixed
gambles too, however not by separating them from the respective



Fig. 1. Task design. The structure of a single trial is presented. Each picture represents a screen in the experiment. The trial started with a time-estimation task, where participants were
required to press a button exactly 1 s after the dice color changed to white. Feedback on performance was shown as a monetary gain of €1.20 if correct, or a loss of €1.20 if incorrect.
Following this feedback, participants had the opportunity to choose a mixed gamble with a 50/50 chance to either gain or lose money. If participants decided to gamble, the gamble
was played and the outcome then presented. Average duration of a trial is 9–13 s, jittered between time-estimation response and feedback context and decision screen. fMRI analysis
was time-locked to the feedback onset prior to the gamble (gray shaded area).
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context, as these studies only looked at previous outcomes of these
gambles on subsequent behavior for other mixed gambles. As shown
by these studies, the presentation of a choice can substantially affect
how people perceive risk, and subsequently howmuch risk they decide
to take. The current design therefore provided a more precise measure
of the effect of gain/loss context on subsequent risky decision-making.
The gain/loss context in our design is unrelated, in the sense that it is
an outcome related to a different, independent, task.
Procedure

Participants first performed two practice sessions of 5 min each
while lying in theMRI scanner. In the first session participants practiced
the time-estimation trial. Here, participants were required to estimate a
one-second time duration. After a cue on the screen changed color, they
were instructed to wait exactly 1 s and then press a response button,
with their precise response times recorded. We used the minimum
and maximum response times to determine an initial allowable re-
sponse time-window in the experiment, which in turn was used to
give feedback on whether the time-estimation was correct or incorrect.

The second session gave participants the opportunity to practice
the gambling task. This sessionwas run concurrentlywith the collection
of an anatomical scan. After these practice sessions, the experiment
lasted for one continuous run of approximately 60min, while collecting
fMRI data.

Before beginning the task, participants were instructed that their
goal was to win as much money as they could, and that their final
balance would be paid out as a bonus (with a maximum amount
of €10) in addition to their participation fee (a flat fee of €25) for com-
pletion of the task. Hence, participants' total payment at the end of the
experiment would range between a minimum of €25 and a maximum
of €35. At the start of each trial, participants saw a red visual cue that
changed in color to white after 1200 ms (Fig. 1). Participants were
then required to press the response button exactly 1 s after this color
change. Responses to this time-estimation task were considered correct
when they were within an allowable time-interval. For correct
responses, participants gained €1.20. Participants lost €1.20 if their
Table 1
Mixed gambles by expected value (EV) and EV type.a

50|50 mixed gamble Expected value (EV) Gamble type

−€1.40|+€1.20 −0.10 − EV
−€1.20|+€1.00 −0.10 − EV
−€1.20|+€1.20 0 0 EV
−€1.00|+€1.20 0.10 + EV
−€1.20|+€1.40 0.10 + EV

a All gambles contained a 50–50 probability to lose–win money.
response was not within this time-interval, i.e. either too fast or
too slow.

The allowable response-interval was initially calculated based on
their performance in the practice run and then covertly adjusted
throughout the task as a function of the variance in response time of
the participant, in order to ensure an equal number of gains and losses
on this task. Therefore, if participants responded within the allowable
response-interval, this interval was shortened by 5 ms; if they
responded either too quickly or too slowly, the interval was lengthened
by 5 ms. Importantly, although the number of gains and losses wasma-
nipulated, the feedbackwas contingent uponparticipants' performance.
What differed between participantswas the time-intervalwithinwhich
responses were considered correct (see Boksem et al., 2011).

In the gambling section of the task, participants were given the
opportunity to play a gamble on 75% of trials. They were forewarned
on each trial about this by the presence of a specific visual cue, namely
a pair of dice. On these trials, after receiving the feedback from the
time estimation task (gain or loss), participants could choose to either
play or pass on a mixed (50/50 chance, gain/loss) gamble. Playing the
gamble led to two possible outcomes: 1) A win outcome which added
€1.00, €1.20 or €1.40 to their overall experimental balance, or 2) a loss
outcome which subtracted €1.00, €1.20 or €1.40 from this balance,
dependent on the type of gamble offered (see Table 1). Alternatively,
the participant could decide to pass on the gamble, thereby keeping
the earlier gain or loss (i.e. +/−€1.20) from the time-estimation task.
The gamble outcomes were independent from the performance on the
time-estimation task.

All gamble outcomes (both gains and losses) immediately updated
the total running balance for each participant. This balance was
displayed on the screen at all times. Participants were informed that
they would be paid this balance (if positive) as a bonus at the end of
the experiment.

In the remaining 25% of trials, participants were not presented
with a gamble after receiving feedback on the time-estimation trial.
These “no-gamble” trials, indicated in advance by a specific visual
cue (cubes instead of dice), were employed to potentially prevent
participants using a fixed strategy, e.g. always or never gambling,
and to enhance engagement in the gamble trials, as well as to allow
for more rapid transitions through the sets of experimental balances.
Time-estimation performance on these trials did however affect the
experimental balance.

During the task we manipulated the experimental balance to create
phases of “neutral” (total balance range of €-5 to €5), “negative” (range
€-5 to €-17), and “positive” experimental balances (range €5 to €17)
(for specific details about the phase transitions, see Boksem et al.,
2012). The order of these three phases of experimental balance
was counterbalanced. By adding these different phases we could also
examine if this overall balance would affect individual risk preferences,

image of Fig.�1


Fig. 2. Behavioral results. Mean percentage (estimated marginal mean) of trials in
which participants chose to play a gamble after a loss (black bar, M = 46.2%,
95% CIs [36.6, 55.8]) and after a gain (white bar, M = 36.6%, 95% CIs [27.8, 45.5]),
error bars represent + SE, **p = .01.
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in addition to the effect of immediate gains and losses incurred on that
particular trial.

Each trial varied between 9–13 s, jittered (1200 ms ± 1000 ms)
between time-estimation response and the feedback context and the
gamble presentation. The interstimulus-intervals are relatively short
in comparison to other studies looking at brain responses reflecting
subsequent behavior. The rationale for using these short time-
intervals was to ensure that the gain/loss feedback was as close in
time as possible to the gamble decision, to ensure maximal framing
impact. Moreover, by using multiple short random jitters, we reduce
correlation between the different task phases and therefore improve
the ability to tease these apart. In total, participants played on
average 240 experimental trials (approximately 60 “no-gamble”
trials (range = 42 trials, SD = 7.77) and 180 “gamble” trials
(range = 24 trials, SD = 7.19)). The design contained a nested struc-
ture including on average a total of 90 gain and 90 loss trials; these
gain/loss outcomes were presented contingently on the participants'
behavior. Within each set of these 90 trials, we had 30 negative EV, 30
neutral EV, and 30 positive EV gambles randomly presented. Within
the 180 total trials 60 occurred with a positive running balance, 60
with a neutral running balance, and 60with a negative running balance,
counterbalanced across participant. The large amount of trials
was employed to ensure adequate power to examine both play
and pass decisions, since we cannot control participants' choice behavior.
The task was presented in Presentation® software (Version 14, www.
neurobs.com). After scanning, the participants were debriefed.

Behavioral analysis

In order to assess the degree of risk-taking following gains and losses
respectively, we used the percentage of gambles played as the depen-
dent measure. We then performed a within-subject repeated measures
ANOVAwith ‘feedback context’ (loss, gain), and ‘running balance’ (pos-
itive, neutral, negative) and the ‘gamble type’ (+ EV, 0 EV,− EV) as in-
dependent variables. All behavioral analyses were performed in SPSS
(IBM Corp. Released 2010. Version 19.0. Armonk, NY.).

fMRI data acquisition and analysis

Imaging was performed at the Donders Centre for Cognitive
Neuroimaging, Nijmegen, The Netherlands, using a 3-Tesla head-
dedicatedMRI system (Magnetom TrioTim; SiemensMedical Systems).
Functional MRI (fMRI) images were acquired using a 32-channel head
coil, with a standard multi-echo imaging pulse T2*-weighted sequence
[field of view (FOV), 224 mm; 64 × 64 matrix; repetition time (TR),
2390 ms; echo times (TE), 9.4 ms, 21.2 ms, 33 ms, 45 ms, 56 ms; flip
angle, 90°, 0.5 mm slice gap]. Using a multi-echo sequence provides a
better signal-to-noise ratio for brain areas susceptible to dropout,
while allowing for scanning of the whole brain (Poser et al., 2006).
Thirty-one ascending slices were acquired (thickness of 3.0 mm; voxel
size 3.5 × 3.5 × 3.0 mm) from the whole brain. High-resolution
anatomical T1-weighted image (MPRAGE; 192 slices; TR 2300 ms,
voxel size 1 × 1 × 1 mm) was acquired for anatomical localization.
Participants' heads were lightly restrained with tape loosely placed on
their head and the coil within the scanner in order to limit movement
during image acquisition. The task consisted of a single run of 60 min;
a standard high-pass filter (cut-off 128 s) was used during the GLM
analysis to account for possible slow-frequency drifts.

fMRI data analysiswasperformedusing SPM8 (Statistical Parametric
Mapping; Wellcome Department, London, UK). Prior to preprocessing
we combined and realigned the five read-outs acquired via the multi-
echo sequence by using standard procedures described by Poser et al.
(2006). Preprocessing consisted of realignment, slice-timing to the
middle slice, co-registration of the functional images to the anatomical
images, segmentation of the functional and anatomical image, and
normalization to the Montreal Neurological Institute (MNI) template
using the segmentation parameters. Functional images were then
smoothed with a Gaussian kernel of 8 mm full-width at half maximum
(FWHM). The first 30 volumes, acquired prior to task initiation, were
used to estimate the weighted echo time per voxel for optimal echo
combination (Poser et al., 2006) including allowing T1 equilibration ef-
fects, and discarded from the analysis. Motion parameters were stored
and used as nuisance variables, including the quadratic effect and sec-
ond derivatives, in the generalized linear model (GLM) analysis.

For the statistical analyses of the brain data, we performed a GLM for
each participant consisting of four regressors of interest (1. GainPlay, 2.
GainPass, 3. LossPlay, 4. LossPass) that were time-locked to the feedback
of the time-estimation task (see Fig. 1), with ‘gain’ and ‘loss’ referring
to the time-estimation outcomes and ‘play’ and ‘pass’ to the partici-
pants' choice in the risk task. TheGLMalso included the regressors' tem-
poral derivatives, and the eighteen motion regressors of non-interest.
We also performed a GLM containing a breakdown of running balance
(Positive, Neutral, Negative), feedback context (Gain, Loss) and decision
(Play, Pass), resulting in 12 regressors. This GLMdid not yield significant
voxels nor cluster of voxels by adding the running balance. Moreover,
with this analysis procedure six out of the 26 participants contained
missing data points for the 12 regressors, resulting in a substantial loss
of power. Additionally, the experimental running balance did not
show a significant effect on behavior, and all of the three gamble type
conditions demonstrated similar behavioral effects on risk-taking.
Therefore, and to maximize sensitivity in subsequent brain analysis,
we collapsed across three running balance conditions and gamble type
conditions for fMRI analysis. We performed a full factorial 2 × 2 analysis
at the group-level, with Feedback context (loss, gain) as the first factor,
and Decision (play or pass on gamble) as the second factor. All reported
coordinates are presented in MNI space.

Results

Behavioral data

Gambling behavior following gains and losses
A significant main effect of feedback context (F (1,25) = 6.95,

p = 0.01, η2 = 0.22) was observed (Fig. 2), that is, participants
played the gamble significantly more after a prior loss (M = 46.2%,
SE = 4.7, 95% confidence intervals (CIs) [36.6, 55.8]) than after a
prior gain (M = 36.6%, SE = 4.3, 95% CIs [27.8, 45.5]). Participants
were also sensitive to the expected values of the gambles, where
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participants decided to play the positive EV gamble the most and the
negative EV gamble the least (M+ EV = 62%; M0 EV = 41%; M− EV =
21%; F (1,24) = 23.73, p b .001, η2 = 0.49). The expected value of
the gamble did not affect risk preferences differently following
gains and losses (Feedback context × EV gamble: F (2,24) = 2.44,
p = 0.10, η2 = 0.09). The different phases of experimental running
balance did not significantly affect behavior (Mpositive = 40%,
Mneutral = 40%, Mnegative = 44%; F (1,24) = 0.88, p = 0.40, η2 = 0.03),
nor did it interact with the feedback context (F (2,24) = 3.27, p= 0.05,
η2= 0.17). In linewith the assumption that people evaluate risky choices
with respect to small changes to their asset position (i.e. an immediate
gain or loss), rather than their absolute total wealth (i.e. cumulative
gains and losses; mental accounting: Kahneman and Tversky, 1979) we
find that immediate gains or losses shift risk preferences.

Reaction times of decision to play or pass on a gamble following gains
and losses

We tested whether type of decision and feedback context affected
reaction times for decision to play or pass on a gamble, which could
imply a difference in difficulty in processing the decision depending
on the context. A main effect of type of decision on reaction times was
found, F (1,25) = 5.49, p = 0.027, η2 = 0.18, that is, participants who
decided to play the gamble took significantly longer in confirming
their choice than when deciding to pass on the gamble (MPlay =
1219 ms, SD = 332 ms; MPass = 1129 ms, SD = 306 ms). However,
and importantly, there is no effect of the gain/loss feedback context on
the decision time, F (1,25) = 0.03, p = 0.87, η2 = .001, nor is there
an interaction between feedback context and decision on reaction
Fig. 3. fMRI activation to Context and Decision. a) Gain feedback N Loss feedback revealed s
(−22,32,48), and bilateral striatum (−15,11,−8; 13,11,−8), see Table 1 for more details not sh
to Decision: Decision to play the gamble N decision to pass on the gamble showed increased
striatum (−8,7,−1; 10,11,−1), midbrain (−5,−28,−5) and visual cortex (27,−70,−8) to b
decision to play the gamble, an area consisting of the lateral parietal lobule/STG (45,−67
pFWE b 0.05 with extended threshold of N10 voxels.
time, F (1,25) = 0.68, p = 0.42, η2 = 0.03. Hence, the gain/loss
feedback did not affect how long participants took to make a decision
to play or pass the gamble.

fMRI data

Feedback context (Gain and Loss) and Decision (Play or Pass)
We found expected brain response patterns for feedback to gains.

Brain regions exhibiting increased activity for Gain as opposed to Loss
feedback (Gain N Loss) were the bilateral dorsal striatum (putamen
and caudate), PCC (posterior cingulate cortex), superior frontal gyrus
(SFG) and activity in the mPFC, areas typically associated with reward
processing. No suprathreshold voxels were found for Loss N Gain
(see Fig. 3a and Table 2 for details of areas). These analyses were
corrected for multiple comparisons (pFWE b 0.05, cluster voxels N 10).

Comparing the decision to take risk with the decision to avoid risk
(the main effect of decision, time locked to the feedback of the time-
estimation task), we found increased activation of IFG extending into
AI, and also in dmPFC extending into ACC, the striatum, midbrain,
thalamus, and visual cortex. When participants chose to avoid risk,
lateral parietal lobule extending into superior temporal gyrus (STG)
(Brodmann area 39) showed increased activation (both at pFWE b 0.05,
cluster voxels N 10) (see Fig. 3b, Table 3 for details of areas).

Context-dependent risky decision-making
To test how the observed preference shift towards risky

choices in loss as compared to gain contexts is instantiated in
the brain, we tested for an interaction between Feedback context
tronger activity in the mPFC (−1,49,−5), PCC (−1,−32,38), MFG extending into SFG
own here. There were no significant voxels for the context Loss N Gain. b) fMRI activation
dmPFC (6,35,38), ACC (10,39,10), AI overlapping IFG (31,25,−5; −33,21,−5), bilateral
e increased. When participants decided to take the pass option (i.e. avoid risk) over the
,27) was increased (not shown here, for more details see Table 3). Thresholds are at

image of Fig.�3


Table 2
Brain activations for Context (Gain, Loss).

Anatomy Hemisphere MNI Cluster size Z

L/R x y z [voxels]

Gain N Loss
Putamen L −15 11 −8 149 Inf
Putamen R 13 11 −8 166 Inf
PCC L −1 −32 38 53 5.68
Medial frontal gyrus L −1 49 −5 90 5.27
Middle frontal gyrus L −22 32 48 53 5.18
IPL/precuneus L −47 −60 41 81 5.09

Loss N Gain
No suprathreshold voxels

Note: Regions listed exceeded threshold of p b 0.05, family-wise corrected, with at least
10 contiguous voxels. Z-values for each peak are given. Abbreviations: L, left; R, right;
Inf, Infinite; PCC, posterior cingulate cortex; IPL, inferior parietal lobule.
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(Gain, Loss) × Decision (Play, Pass): [(contrast GainPass + LossPlay) −
(contrast GainPlay + LossPass)]. The interaction revealed increased
activity specifically in the ventral parts of the mPFC (cluster corrected
on whole-brain for multiple comparisons, pFWE b 0.05, with prior
threshold of Z N 3.21, see Fig. 4a and Table 4).

This area is particularly active when individuals receive a gain
and subsequently decide to choose the option to pass, as well as
when they decide to play the gamble after receipt of a loss. We did
not find any significant voxels that reflect to gain and loss feedback pre-
ceding the opposite behavioral performance: (GainPlay + LossPass) −
(GainPass + LossPlay).

Beta values for each individual participant, extracted from the
vmPFC cluster for each main regressor (Feedback context by Decision),
showed an opposing response of the vmPFC for risk-taking following
gains and losses respectively: relatively high vmPFC responses follow-
ing gains were associated with subsequent safe choices (i.e. pass on
the gamble), while relatively high vmPFC responses following losses
were associated with subsequent risk-taking (see Fig. 4b). Within the
gain context, vmPFC activity significantly differed for Decision, with
higher values for pass as compared to play (t (25) = 3.34, p = .003).
For the loss context this pattern was reversed, showing higher values
for play as compared to pass (t (25) = 2.54, p = 0.018). Activity for
the decision to pass was significantly higher in the gain context than
in the loss context (t (25) = 5.43, p b .001), with no significant
Table 3
Brain activations for subsequent Decision (Play, Pass).

Anatomy Hemisphere MNI Cluster size Z

L/R x y z [voxels]

Play N Pass
Fusiform gyrus R 27 −70 −8 1244 7.53
IFG/anterior insula R 31 25 −5 52 6.35
IFG/anterior insula L −33 21 −5 27 5.67
Globus pallidus L −8 7 −1 34 5.61
Caudate R 10 11 −1 29 5.38
Midbrain/thalamus L −5 −28 −5 35 5.11
IFG/dlPFC L −40 7 24 13 5.04
Superior parietal lobule L −29 −53 48 12 4.98
dmPFC/ACC R 6 35 38 15 4.9
ACC R 10 39 10 10 4.83

Pass N Play
Lateral parietal lobe/STG R 45 −67 27 44 5.58
Lateral occipital cortex L −43 −77 31 10 5.11

Note: Regions listed exceeded threshold of p b 0.05, family-wise corrected, with at least
10 contiguous voxels. Z-values for each peak are given. Abbreviations: L, left; R, right;
ACC, anterior cingulate cortex; dlPFC, dorsolateral prefrontal cortex; dmPFC, dorsomedial
prefrontal cortex; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; STG, superior
temporal gyrus.
differences in vmPFC response for the decision to play between the
gain and loss contexts (t (25) = 0.71, p = 0.487) (see Fig. 4b).
To test whether observed differences in vmPFC activation truly
resulted from differential processing of gain/loss information, without
contamination from activity related to the subsequent choice, we
performed a time-course analysis. Fig. 4c illustrates the mean time
course of the vmPFC cluster extracted from the interaction contrast
for the four main regressors. For each participant, we ran a single finite
impulse response (FIR) time course model on the vmPFC for a length of
24 s, creating 10 time bins each with a length of one TR (2.39 s). This
analysis showed that vmPFC responses following gains and losses dif-
fered between decisions to play or pass already within one TR after
the feedback onset (Between Play–Pass: tbin2 (25) = −4.429, p b .001
following the gains, and tbin2 (25) = 2.046, p= 0.051 following losses,
between Gain–Loss for decision to Pass: tbin2 (25) = 3.525, p = .002,
and for decision to Play: tbin2 (25) = −0.243, p = 0.810), indicating
that it is the differential processing of gains and losses that drives
subsequent choices (also see Fig. 4c and Table 5).1

The processing of gains and losses could of course potentially be
affected by the outcome of the gamble. To investigate this, we ran a
separate GLM to analyze the BOLD response to feedback processing
based on the outcome of the gamble. This GLM contained the regressors
for Feedback context (gain, loss) by Gamble outcome (won, lost) time-
locked to the feedback context onset. This GLMalso included a regressor
for the Gamble outcome (won gamble, lost gamble, no gamble) time-
locked to the gamble onset, and 18 realignment parameters of non-
interest. This analysis showed no significant differences in gain and
loss processing related to the outcome of the gamble. Furthermore, we
also investigated whether the BOLD response of the vmPFC observed
for the interaction contrast (feedback context by decision) could reflect
the signal of the event preceding the receipt of the gain and loss
outcome (i.e. white dice cue). We ran an additional GLM analyzing the
BOLD response to the onset of the white dice cue based on interaction
contrast feedback context by decision. The interaction did not reveal
any significant voxels or cluster of voxels at the onset of the white
dice cue. Hence, the results show that the vmPFC is associated with
context-dependent risky decision-making, broadly following the
observed behavioral choices.

Discussion

The current study identified brain mechanisms that are engaged in
the evaluation of monetary gains and losses, showing that these areas
are associated with patterns of risk preference, even though these
choice patterns are inconsistent with classical economic models of
decision-making. Exploring the brain mechanisms that underlie how
gain/loss contexts can lead to a switch between risky or safe choices
when presented with the same gamble can provide useful insights
into how valuation processes can exert a strong effect on our evaluation
of risk, and in turn on the likelihood of players to select risky or safe
choice options.

Here, we showed that participants' risk attitudes for identical mixed
(50–50, gain–loss) gambles were significantly affected by the receipt of
either a small monetary gain or a loss immediately prior to the risky
decision itself. Interestingly, and importantly for theories of economic
preference, this effect was evident even within subjects, with our
participants displaying inconsistent risk patterns, for the identical sets
of gambles, across the entire span of the experiment. As expected,
and in line with previous literature on preference shifts for risk
1 The FIRmodel estimates an average effect of the vmPFC seed region, at the time of the
onset of the feedback onset. Themodel assumes that overlapping hemodynamic response
functions linearly add up. Therefore, the current time course can contain some activity re-
lated to the onset of the decision event, because of the short interstimulus-interval. How-
ever, in addition there is a trial-by-trial short, however randomly jittered interval in
between the feedback context and decision event, the time-course would mostly reflect
the pattern of the vmPFC response towards the onset of the feedback outcome.



Fig. 4. a) fMRI activation maps of the interaction contrast Context × Decision [(LossPlay + GainPass) − (LossPass + GainPlay)]. The activation patterns show a cluster of vmPFC
(sgACC extending into mPFC (−8,35,−1)) activity correlating to subjects' behavioral tendency to choose to play the gamble after they have experienced a small loss, and to
pass on the gamble when they have experienced a small gain. Cluster-level pFWE b 0.05 on whole-brain, with extended threshold N100 voxels at Z N 3.21. b) Parameter estimates
(beta values) of vmPFC for context (Gain, Loss) by decision (Play, Pass). c) Time series of the vmPFC of each regressor from the interaction contrast. The time courses were
estimated with the finite impulse response model from the onset of the delivery of the gain/loss feedback, for a length of 24 s. A significant difference between gain and loss
feedback and the decision to play and pass on the gamble is shown from time bin 2 (~2.4 s after feedback onset). See Table 5 for detailed statistics. Error bars show ±SE.
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(Kahneman and Tversky, 1979; Tversky and Kahneman, 1981, 1992;
De Martino et al., 2006; Tom et al., 2007; Xue et al., 2011), partici-
pants who had experienced a gain typically decided to subsequently
choose the safer option (i.e. passing on the gamble), thereby
showing an aversion to risk. In contrast, when participants had just
experienced a loss they showed a shift in preference towards the
risky gamble, now exhibiting increased risk-seeking tendencies as
compared to when gains preceded the choice. Additionally, these
effects were observed using real, consequential choices, where
decisions were paid out at the conclusion of the experiment, in
contrast to other studies that have used either hypothetical rewards
(Gonzalez et al., 2005) or chosen one trial at random for payment
(Venkatraman et al., 2009; Porcelli and Delgado, 2009; Christopoulos
et al., 2009 (exp. 2); Sokol-Hessner et al., 2012a (selecting 10 random
trials)). In the current study the context induced by the time-
estimation feedback is a monetary gain or loss and always associated
with either successful or unsuccessful performance on the task.

In terms of brain activation, we found significant reward-related ac-
tivity for gains as compared to losses in the bilateral dorsal striatum,
mPFC, SFG, and precuneus. These areas are consistent with those previ-
ously found for reward-related activity (Breiter et al., 2001; Delgado
et al., 2003; Elliott et al., 2003; Tom et al., 2007). We did not find any
significant differences in BOLD response for losses as compared to
gains at this time point. Previous studies have reported increased activ-
ity in areas such as AI, amygdala, ACC, and lOFC while evaluating losses,
implicated as a function of negative stimulus aversion, error detection,
or loss aversion (Breiter et al., 2001; Paulus et al., 2003), though these
activations are not always observed (Seymour et al., 2007) and have
even shown to overlap to some extent with the receipt of rewards as
well as of punishments (Bartra et al., 2013).

Also in accordance with previous work, a significant main effect in
the BOLD response for the choice to play as opposed to pass on the
Table 4
Brain activations for the interaction Feedback Context (Gain, Loss) × Decision (Play, Pass).

Anatomy Hemisphere MNI Cluster size

L/R x y z [voxels]

vmPFC/sgACC L −8 35 −1 226

Note: Regions listed exceeded threshold of p b 0.05, family-wise corrected on cluster-
correction of whole-brain, with at least 100 contiguous voxels. Abbreviations: L, left;
sgACC, subgenual anterior cingulate cortex; vmPFC, ventromedial prefrontal cortex.
gamble was observed in the dmPFC/ACC, AI overlapping IFG, IPS,
caudate, and thalamus. A large number of studies have reported activity
in these areas correlating with risk-taking behavior (e.g. Paulus et al.,
2003; see Mohr et al., 2010 for overview). Conversely, when partici-
pants chose to pass on the gamble, hence avoiding subsequent risk,
increased activity of the lateral parietal lobule and STG (BA 39) was
observed. These areas have been previously associated with promoting
safe behavior over risk-taking, and have been reportedwhen selecting a
safe over a risky option (Matthews et al., 2004).

The primary goal of the study was to determine how the evaluation
of prior gains and losses may affect preferences for risk, as has been
shown behaviorally, by studying the underlying neural mechanisms
associated with the evaluation and integration of gain and loss informa-
tion which in turn can potentially predict risk preferences. We hypoth-
esized that when experiencing gains and losses we engage in value-
computation and integration of these appraisals, and when a subse-
quent gamble is offered these processes have a differential impact on
preferences for risk.

Supporting this hypothesis, we found a strongly significant interac-
tion between the monetary outcome of the previous – unrelated –

time-estimation task (i.e. gain or loss) and the subsequent decision
to play or pass on the gamble in the risky decision task. This interac-
tion was associated with enhanced activation in the ventral part of
mPFC. This vmPFC region responded more strongly when individuals
experienced a €1.20 gain prior to selecting a safe option (i.e. passing
on the gamble and accepting the current state) as compared to
selecting a risky option (i.e. playing a mixed “double-or-quits”
gamble). Conversely, the same area responded more strongly at the
time individuals experienced a €1.20 loss, though only when they
then decided to select the risky option as compared to selecting the
safe option. Importantly, this interaction was found within-subjects
for identical sets of choices, that is, when the gambles comprised of
the same probabilities and outcomes, and was in line with the ob-
served decision behavior; choosing the safe option to retain the
gain, and choosing to play the gamble to compensate for the loss.
These results therefore suggest that the same area that has previous-
ly been shown to be important for encoding value, regulation, and
control of affect and guidance of subsequent choice behavior (Urry
et al., 2006; Koenigs and Tranel, 2007; Hare et al., 2009; Rushworth
et al., 2011; Sokol-Hessner et al., 2012a; Rosenbloom et al., 2012) is
also associated with preference for either taking or avoiding risk
depending on the current context.
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Table 5
Statistics of paired t-tests of the vmPFC time course.

Contrasts Gain Play–Gain Pass Loss Play–Loss Pass Gain Pass–Loss Pass Gain Play–Loss Play

Time bin (TR) t (25) p-Value t (25) p-Value t (25) p-Value t (25) p-Value

1 −0.840 0.409 0.469 0.643 0.500 0.621 −0.550 0.587
2 −4.429 b0.001 2.046 0.051 3.525 0.002 −0.243 0.810
3 −3.559 0.002 2.205 0.037 5.505 b0.001 0.326 0.747
4 −4.080 b0.001 3.036 0.006 7.821 b0.001 −0.431 0.670
5 −4.429 b0.001 1.838 0.078 6.824 b0.001 −0.744 0.464
6 −1.973 0.060 1.481 0.151 5.160 b0.001 0.155 0.878
7 −2.706 0.012 1.830 0.079 3.694 0.001 −0.770 0.449
8 −2.158 0.041 1.732 0.096 2.615 0.015 −0.975 0.339
9 −1.694 0.103 1.148 0.262 2.134 0.043 −1.023 0.316
10 −0.551 0.587 1.619 0.118 2.595 0.016 0.197 0.846

Note: The onset (time bin 1) is time-locked at the feedback delivery of the time-estimation over a time period of 24 s (10 TR time bins). Results obtained from a repeatedmeasures ANOVA
testing the interaction contrast for each time bin separately and adjusted for multiple comparisons using a Bonferroni adjustment resulted in the same results as presented in the above
table conducted with t-tests.
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A plausible explanation for these findings is that the vmPFC
functions in a regulatory capacity, providing a mechanism to allow
for adaptive decision-making behavior as a function of the current
(monetary) context, that is, one of gain or loss. Greater contribution of
the vmPFC when experiencing a gain stimulated safer subsequent be-
havior, suggesting an inhibition of the temptation to gamble, hence
‘locking-in’ the current gain.When experiencing a loss, the contribution
of the same area switches, and now greater activation stimulates riskier
behavior, potentially as a means to attempt to recover from the prior
loss and break-even on the trial. The vmPFC seems thus to respond
differently as a function of whether the current context is one of the
immediate gains or losses, consistent with its role in value encoding.
In other words, these results suggest that vmPFC may not be solely
tracking and evaluating how desirable a current outcome and subse-
quent risky choice is, but rather that it may be executing a more com-
plex function: assessing the specific choice response (play or pass
behavior) that seems most adaptive given the particular situation.
By “adaptive” here we refer to the ability of individuals to flexibly
adapt their preferences in order to obtain a particular outcome that is
most valued at the given time, and which is reflected in their decision
behavior itself.

An alternative explanation for the current findings is that when
vmPFC responds more strongly towards the gain or loss, in a positive
and negative way respectively, then safer rather than risky behavior is
more valued. When the vmPFC response for the same gain or loss is
relatively weak, risky behavior follows. This explanation would suggest
that the vmPFC may engage control or regulatory strategies that inhibit
risk-taking, andwhen this control is absent then there is the temptation
to gamble. However, brain activity observed at the cue preceding
the feedback does not seem to support this explanation, as these
results did not reveal overlapping significant voxels with the observed
clusters for the feedback processing, nor did it reveal significant voxels
of regions associated with affective nor cognitive control. Previous
research has implicated the dlPFC in reflecting flexibly adaptive
behavior, via a strong indirect coupling with the vmPFC (Hare et al.,
2009; Christopoulos et al., 2009). The dlPFC, implicated in self-control
and impulsivity, indirectly modulates the vmPFC value signal to guide
goal-directed behavior (Hare et al., 2009). The relativelyweak valuation
signal of the vmPFC prior to the decision to play the gamble may be a
result of a lack of self-control and therefore modulation by the dlPFC
on the value signal of the vmPFC, resulting in choosing to play the
gamble. It would be interesting to examine how self-control may inter-
act with gain/loss contexts for risky choice sets in guiding risky choice.

The current results extend our knowledge of vmPFC functioning in
decision-making, supporting previous work suggesting that this area
is involved in several processes in addition to pure value computation.
For example, this area has been shown to be active during emotion
regulation and extinction to aversive stimuli (Phelps et al., 2004; Urry
et al., 2006). Other studies have also reported a role of the ventral
parts of the forebrain in behavioral and affective control (O'Doherty
et al., 2003; Di Pellegrino et al., 2007; Etkin et al., 2006, 2011; Roy
et al., 2012). Additionally, lesion studies have shown that patients
with vmPFC damage were unable to evaluate and integrate so-called
‘somatic markers’, hypothesized to be an affective response to aversive
stimuli, when attempting to choose fromadvantageous and disadvanta-
geous options when playing the Iowa gambling task (Bechara et al.,
1994). In other studies, vmPFC patients showed increased risk-taking
following losses, a behavior which they were unable to inhibit (Sanfey
et al., 2003; Shiv et al., 2005), and an insensitivity to differences in ex-
pected value between choices of gains and losses (Weller et al., 2007;
Clark et al., 2008). The above studies support an important role of
the vmPFC in integrating contextual appraisals (gain or loss) and
linking this to specific patterns of behavior and autonomic responses
(Rosenbloom et al., 2012; Sokol-Hessner et al., 2012b).

In short, we show here that risk-taking behavior is strongly
modulated by the gain or loss context of the decision. This modulation
has its neural basis in the vmPFC, which appears to integrate and repre-
sent the contextual value of a stimulus in light of subsequent choice
in order to adaptively guide the decision-making process for risky
prospects. That is, vmPFC activation supported safe behavior after a
monetary gain, and risky behavior following a monetary loss. How the
integration of decision context (i.e. gain and loss) by the vmPFC may
vary by different expected values of gambles is still an interesting
open question for understanding the adaptive role of the vmPFC in
combining the different values in guiding risk behavior. The current de-
sign does not allow us to disentangle whether the behavioral effects are
drivenmore by the receipt ofmonetary gains/losses or by performance-
based success/failure independent ofmonetary reward. For future stud-
ies, it would be interesting to test whether the behavioral effects are
specific for performance feedback or for the receipt ofmonetary reward.

In conclusion, our study extends the existing literature by examining
the specific brain networks involved in risky decision-making involving
gains and losses. At the same time it emphasizes the importance
of disentangling the different phases of the decision-making process.
Finally, our study demonstrates that choice cannot be studied in
isolation, but that the broader context the choice is placed in has
an important role to play.
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